
CLIMATE. 
CUSTOMIZED.

COOLING  
SOLUTION
FOR EVERY
SCALEAs a specialist in data center air 

conditioning, STULZ has been 
offering made-to-measure air 
conditioning solutions since 
1971. From the very beginning, 
STULZ’s philosophy has meant 
that we have never been satis-
fied simply with standard solu-
tions. Even though these days  
an extensive range of interna-
tional standards, compliance re-
quirements and country-specific  
regulations have to be observed 
during the development of preci-
sion air conditioning systems, 
STULZ still pursues the goal of 
incorporating each customer’s 
individual requirements in its work. 
For us, it doesn’t matter whether 
an air conditioning system is a 
traditional closed- circuit air con-
ditioning unit with raised floor,  
a row-based air conditioning 
solution, chillers or an air handling 
unit for outdoor installation. 
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Data center and cooling 
system standards
When planning an air condi-
tioning solution, the specialist 
engineers at STULZ always 
encourage customers to use 
the “2011 ASHRAE Thermal 
Guidelines for Data Processing 
Environments” for guidance. 
These guidelines should not 
be regarded as a universal 
solution to all types of data 
center cooling, however. Rather, 
the recommendations are 
based on precisely defined 
classes and ambient condi-
tions. So, every data center 
operator must determine ex-
actly to which class a data 
center or a particular data 
center segment belongs.  
Only then is it possible  
to plan a reliable air 
condition ing system for indi-
vidual zones that suits the 
data center’s needs.

Moreover, the global rise of 
energy prices and stringent 
compliance and availability re-
quirements mean that today, 
air conditioning solutions can 
no longer be designed on the 
“one size fits all” principle. In-
stead, every data center must 
be regarded as an individual 
project. Here, parameters 
such as location, redundancy- 
levels, hardware specifications 
and expected growth rates 
must be weighed up as accu-

rately as possible, so that  
efficient and reliable cooling 
can also be guaranteed 
during future operation. 

The unstoppable rise  
of individualization
These days, customers can 
choose from a wide selection 
of different cooling systems, 
performance variables and 
manufacturers. Indeed, data 
center operators can find 
themselves confronted by an 
overwhelming array of poten-
tial solutions, all of which 
must be evaluated. For in the 
field of air conditioning, in 
particular, there is a high risk 
of choosing a solution that 
may well be sufficient for the 
data center’s planned usage 
profile, but turns out to no 
longer be a 100 % match 
over time. The downside is 
not just unnecessarily high 
energy costs, but also a lack 
of flexibility during future ex-
pansion, or even shortcom-
ings in operational reliability. 
To prevent problems like this, 
air conditioning solutions that 
come into question should  
be subjected to intense anal-
ysis in collaboration with the 
in-house IT department, con-
sultants, manufacturers and  
specialist air conditioning 
firms far in advance of the  
actual project phase, to deter-
mine each type’s individual 

strengths and weaknesses. 
Then, in this open dialog, it 
will quickly become clear 
which manufacturer brings 
the necessary experience in 
data center air conditioning, 
and offers an appropriately 
broad product range to satisfy 
even the most individualized 
requirements. And you also 
have to bear in mind that 
some requirements will only 
arise during a data center’s 
normal life cycle.   

Climate. Customized.  
Our smart standard
Even if the interiors of data 
centers and server rooms all 
over the world are scarcely 
distinguishable from one an-
other, the requirements for 
data center air conditioning 
are becoming increasingly in-
dividualized. Many operators 
face technical and planning 
challenges when expanding 
their data center, as they have 
to take account of numerous 
parameters such as local  
climate, spatial and room con-
siderations, environmental and 
noise protection, not to men-
tion safety requirements. For 
all this, STULZ offers individu-
al, modular system solutions, 
which can be adapted to suit 
virtually every project require-
ment and expansion phase. 
From the STULZ CyberAir 3 
product line alone, customers 

can choose between 8 differ-
ent cooling systems, 7 sizes, 
with upflow or downflow and 
optional Free Cooling. In addi-
tion, the solutions from STULZ 
boast a diverse range of op-
tions in terms of mechanical 
parts, cooling technique, heat-
ing, condensers, humidifiers, 
electrics and refrigerant. This 
wealth of individualization op-
tions enables each project to 
achieve the optimum balance 
between capital investment, 
operating costs and energy 
efficiency.  

Safety first
Today, Free Cooling systems 
are a fundamental component 
of any energy efficient data 
center air conditioning sys-
tem. Free Cooling, in particu-
lar, offers many possibilities 
for designing air conditioning 
systems precisely for a data 
center’s requirements, by in-
stalling the appropriate Free 
Cooling modules. First, a 
choice has to be made be-
tween Indirect and Direct Free 
Cooling. Indirect Free Cooling 
is a closed system, so that no 
outside air gets into the data 
center. Direct Free Cooling, on 
the other hand, consists of an 
open system in which filtered 
outside air is conveyed direct-
ly into the data center and 
flows through the server 
racks. It is immediately clear 

that Direct Free Cooling is not 
suitable for every data center. 
Experience has shown that 
Direct Free Cooling is not al-
ways desirable, even in tem-
perate climes. Factors that are 
difficult to calculate, such as 
smog, dust or dense smoke in 
the vicinity of the data center, 
can clog filter systems within 
minutes and ultimately cause 
the Free Cooling to shut down. 
If the mechanical cooling  
system is then unable to pro-
vide suitable power reserves, 
this can rapidly lead to load 
shedding, or even unwanted 
downtime. For this reason, 
STULZ air conditioning sys-
tems with Free Cooling are  
always equipped with appro-
priate power reserves in the 
form of mechanical cooling 
units. They are capable of 
generating the full amount of 
required cooling, even if the 
Free Cooling currently has no 
cooling capacity at all.
 
Variety of options for your 
optimum air conditioning 
solution
The STULZ product range  
includes traditional room 
cooling, high-density cooling, 
chillers, container modules 
and air handling units with 
adiabatic cooling. All systems 
are available with Indirect 
Free Cooling. STULZ offers 
Direct Free Cooling for CRAC 

systems, air handling units 
and modular data centers.  
Together with its various sizes, 
extensive additional options 
and modularity, STULZ there-
fore boasts a product range 
that is unique in the world and 
can make optimum air condi-
tioning a reality for practically 
every data center project. 

Dear customers, partners, and colleagues, 

We’re sure that you know about the many projects we’ve started to help you use STULZ 
solutions to stay ahead of the growing competition. On our way to becoming the  
one-stop-shop for energy-efficient temperature and humidity management technologies 
for critical operating environments, we have already revised our entire product portfolio 
and developed new solutions. Now, the time has come to communicate our new  
positioning to the outside world and present ourselves as the globally uniform company 
we are. We have set many changes in motion with our new corporate identity.

The first visible results are the new website that we’ll roll out internationally, new  
advertising campaigns, and the claim CLIMATE. CUSTOMIZED. With this new claim, we 
intend to communicate that we develop and construct solutions with a high range of  
options that are highly adaptable and always align with our customers’ requirements—and 
not vice versa. CLIMATE. CUSTOMIZED. is also the name of our new magazine, which  
will regularly bring you news on important issues all around cooling.

STULZ is among the worldwide leaders in the field of air conditioning for mission-critical- 
applications—a fact from which you as a STULZ customer or STULZ partner benefit. 
Though we’re a global player, we will always hold true to our values as a family business. 
You can count on that. 

I hope you enjoy reading our magazine and welcome any comments and ideas you  
might have.

Warm regards,
Christoph Stulz

Smart Standard
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Efficient 
chilled water 
generation for 
envia TEL

The customer
envia TEL GmbH belongs to 
the enviaM Group and is Cen-
tral Germany’s leading regional 
telecom service provider and 
network operator. From its 
base in Markkleeberg and 
with a workforce of around 
120, the company supplies 
information and telecommuni-
cations services to over 5,000 
business customers. With its 
state-of-the-art fiberglass in-
frastructure that extends to 
nearly 2900 miles (4,600 km), 
envia TEL covers roughly ten 
percent of Germany and is 
connected to all the major  
interregional and international 
network operators via over 
600 network connection 
points. As well as the new 
data center in Taucha near 
Leipzig, the company has  
further sites in Chemnitz, 
Kolkwitz and Plauen. 

The project 
By carefully coordinating all 
the work involved, STULZ and 
envia TEL have managed to 
complete the installation of 
the precision air conditioning 
system in the new data center 
in Leipzig in just four months, 
despite wintry conditions. It 
was a prerequisite to find a 
suitable air conditioning con-
cept capable of overcoming 
the challenges inherent in 
connection with the building 
and integration in the building 
services management system. 
Preserving the leakproof  
nature of the building, in par-
ticular, was vital in order to 
ensure correct functioning of  
the integrated oxygen reduc-
tion system for fire prevention. 
And of course, envia TEL’s 
technical requirements and 
demands in terms of perfor-
mance played a significant 
role in the planning and im-
plementation of the air condi-

tioning system. Outstanding 
energy efficiency was a pri-
mary objective. Furthermore, 
the solution had to demon-
strate important characteris-
tics such as high availability 
through redundancy, modular 
flexibility for differing perfor-
mance requirements, and 
scalability for the planned 
second expansion stage.

Implementation
To satisfy these requirements, 
for the construction of the 
Leipzig data center, STULZ 
and envia TEL decided to em-
ploy two STULZ CyberCool 2 
chillers each with a nominal 
capacity of 800 kW. These 
highly efficient systems with 
Free Cooling coils have been 
optimized especially for the 
air conditioning of server  
environments. Both chillers 
supply a joint refrigeration 
pipe, and this redundancy en-
sures high availability of the 
air conditioning. At the same 
time, parallel operation per-
mits energy-saving low load 
operation, with all connected 
components running at re-
duced speeds. The pipeline 
system in the data center was 
designed as a circumferential 
loop with supply and return 
distributor rings. This way, 
sections of the pipeline can 
be shut off or extended at 
any time, without interrupting 
ongoing operation. Further 
connections are already in 
place for additional air condi-
tioning cabinets and chillers, 
preventing leakage from the 
building during future building 
work. In addition, thanks to its 
state-of-the-art open and 
closed-loop control technolo-
gy, the air conditioning system 
could be fully integrated in 
the building services manage-
ment system.

New envia TEL data center with  
energy efficient air conditioning from STULZ

The new high-performance data 
center of telecommunications 
provider envia TEL in Taucha 
near Leipzig was officially opened 
on May 21, 2014. Over an area 
of approximately 1,000 square 
meters, it provides space for 
around 300 server cabinets 
be longing to companies, public 
institutions and local government 
units. Two STULZ CyberCool 2 
chillers operated in parallel, with 
Free Cooling coils and flexible 
Mixed mode, ensure reliable and 
es pecially efficient air conditioning.

Free Cooling and  
load control
A speed-controlled screw com-
pressor and a Free Cooling 
coil both produce chilled  
water for the two CyberCool 2 
systems. As long as the out-
side temperature does not  
exceed 5 °C, cooling takes 
place using solely the energy-
saving Free Cooling function. 
At higher temperatures, the 
compressor is activated in  
increasing stages. Thanks  
to this flexible mixture of Free 
and compressor cooling,  
energy-intensive compressor 
running times can be greatly 
minimized. Load-controlled 
screw compressors, pumps 
and EC fans in the condens-
ers and air conditioning  
cabinets also help to reduce  
electricity consumption. 

Intelligent control
Due to its compatibility with 
all common BMS protocols 
and through the use of indi-
vidualized software specific  
to this project, the intelligent 
control system of the STULZ 
CyberCool 2 systems ensures 
easy integration in the build-
ing automation system. More-
over, it coordinates the paral-
lel operation of the two 
chillers, and by regulating the 
speeds of all the com-
ponents used—such as pumps 

and EC fans—it enables espe-
cially energy-saving operation. 
This way, in coordination with 
an encapsulated compressor 
chamber and with the aid  
of specially developed fan 
diffuser attachments on the 
refrigeration condensers,  
the control system reduces 
the running noise produced 
by the air conditioning solu-
tion as a whole. 

The result
Thanks to Free Cooling and 
flexible Mixed mode, the  
CyberCool 2 chillers in use 
here make a major contribu-
tion to the exceptionally effi-
cient operation of the new 
envia TEL data center in  
Taucha near Leipzig. The ex-
pert planning and implemen-
tation of the air conditioning 
concept have already resolved 
the challenges of the future. 
The integration of the pipe-
lines in the building, while pre-
serving the integrity of the fire 
safety system and the con-

nection of redundant preci-
sion air conditioning units  
to the building services man-
agement system, guarantee 
maximum safety. In addition, 
existing, ready prepared con-
nections for future air condi-
tioning components ensure 
scalability and ideal flexibility 
for reacting to changing  
performance requirements. 
Simultaneously, these mea-
sures ready the data center 
for the planned second stage 
of expansion.

Air-conditioning design with two  
air-cooled CyberCool 2 chillers and  
six liquid-cooled CyberAir CWU  
precision air-conditioning systems
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Direct Free 
Cooling for 
London’s IT

Lowering the Carbon Footprint  
and achieving a PUE of <1.4:
STULZ Direct Free Cooling technology 
enhances Vtesse Data Center efficiency

Photos from: R.Nagy/Shutterstock.com

STULZ FreeCool Plenum

Free Cooling mode, method of  
operation:  
The FreeCool Plenum features a 
damper for outside air and a damper 
for circulating air.

The customer
Vtesse Cirrus Services Limit-
ed, founded in 2009, is a 
modern service company with 
the vision to provide a new 
type of commercial data cen-
ter solutions. As a sister com-
pany of Vtesse Networks Lim-
ited, Vtesse Cirrus is located 
in Hoddesdon, just about 
34 km North of the City of 
London. Meeting the require-
ments of the Tier III+ stan-
dard, the Vtesse Cirrus Data 
Center embodies an energy 
efficient, reliable and secure 
co-location facility on 
30,000 ft². Due to the usage 
of top quality brands for  
support equipment and high 
standard fire detection the 
customer consistently experi-
ences high levels of service 
availability.

The problem
The second highest operating 
cost of running a data center 
typically is the cost of air  
conditioning, right next to the  
IT servers themselves. This 
emphasizes the importance of 
installing an energy efficient 
cooling system—both, for 
competitiveness in a highly 
competitive market and for 
the environment. The goal of 
Vtesse Cirrus is to keep its 
carbon footprint as low as 
possible and enhance the 
corporate responsibility to the 
environment by setting a PUE 
(Power Usage Effectiveness) 
target of less than 1.4. PUE is 
the ratio of the total energy 
used by a data center facility 
to the energy delivered to the 
IT-equipment.

Requirements for  
a solution
Vtesse Cirrus decided a direct 
outside air Free Cooling system 
would be the technology that 
satisfies the needs for the 
data center the best. The  
decision was made after a 
comparison of the additional 
capital expenditure with the 
lower operating cost of the 
various technologies. In addi-
tion to that, a cooling system 
has to be tailored to fit the 
existing building. Vtesse Cirrus 
decided that a Free Cooling 

system proposed by STULZ 
would satisfy the cooling  
requirement and reduce the  
operating cost. The greatest 
challenge was to design  
a ductwork system, in the  
existing building, that was  
capable of handling the vast 
quanti ties of outside air and 
corresponding exhaust air.
The requirements are met by 
the STULZ CyberAir 3 down-
flow direct expansion (DX) 
computer room air condition-
ing with FreeCool Plenum 
(FCP). The CyberAir 3 in com-
bination with the FCP auto-
matically controls the propor-
tions of outside air (depending 
on the temperature outside) 
to keep the inside tempera-
ture at recommended 27 °C. 
This allows the system to op-
erate without the energy  
requiring DX compressor most 
of the year, saving up to 80 % 
of the energy consumption 
required for cooling the data 
center. For the remaining time, 
the compressors often work 
at part load since the demand 
for compressors generally is 
low due to the usage of Free 
Cooling outside air. The FCP 
has ductwork connections to 
outside air, supplying air with 
a constant temperature from 
beneath the servers and re-
turning it from the ceiling 
void. The ductwork system is 
implemented in the service 
corridors between customer 
suites.

The benefits
The STULZ Free Cooling  
system is a major contributor 
to meet Vtesse Cirrus’ target 
of achieving a PUE of less 
than 1.4. The low energy  
cooling system reduced the 
costs for energy, thereby  
reducing rates for hosting 
services and enhancing the 
company’s competitiveness. 
Furthermore, the environment 
benefits through the smaller 
carbon footprint. This “green 
thought” becomes more and 
more important and clients 
can be assured that they are 
co-locating in an energy effi-
cient data center.

V T E S S E
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Precision  
air conditioning 
put to the test

Field-based tests for  
optimum dimensioning

STULZ climatic test chamber 

Fig. 1: Over an area of around 700 square meters, STULZ  
operates one of Europe’s most state-of-the-art test facilities  
for air conditioning technology. The plant boasts two separate 
climatic chambers and four conditioning systems.

With a typical useful life of  
10 to 15 years, cost consider-
ations play a not insignificant 
role in the planning of preci-
sion air conditioning solutions. 
The continual rise in energy 
costs for many years now, in 
particular, presents data cen-
ter operators with a major 
challenge. This makes knowing 
the actual energy efficiency 
and performance capabilities 
of equipment under tempera-
ture and air humidity condi-
tions typical in the field all the 
more important. Increasingly 
therefore, manufacturers are 
offering their customers indi-
vidual performance tests in 
modern test centers. The data 
obtained in this process gives 
operators greater planning 
security and also helps them 
to achieve an energy opti-
mized configuration.
 
Today, air conditioning solu-
tions for data centers must  
be planned and implemented 
meticulously and with a firm 
eye on the desired objectives. 
For large-scale projects, in 
particular, it is not just the in-
vestment cost of cooling solu-
tions that have to be consid-

ered over the medium to long 
term. In this age of rising en-
ergy prices, running costs are 
becoming a matter of priority. 
Specialist planners and oper-
ators also face the question 
of how to achieve energy sav-
ings by dimensioning their 
systems appropriately. The  
latest version of the German 
Energy Saving Ordinance 
(EnEV) is one factor that is 
putting on the pressure. Even 
now, operators of air condi-
tioning solutions are legally 
obliged by the EnEV to sub-
ject all systems over 12 kW  
to an energy inspection on 
initial installation, on the re-
placement of important com-
ponents, or every ten years. 
Moreover, as the German gov-
ernment aspires to a carbon 
neutral building stock by 
2050, the stipulations gov-
erning energy savings will be-
come increasingly stringent in 
the years to come. Thus, the 
challenge facing specialist 
planners and operators is to 
find high-performance, effi-
cient and therefore future- 
proof dimensioning for their 
systems.

Specific customer  
requirements due to  
regional conditions  
Although manufacturers of air 
conditioning units ascertain 
the technical specifications of 
their equipment in accordance 
with DIN EN 14511, using the 
“test to determine total cool-
ing output”, in practice there 
are frequently not inconsider-
able differences in cooling 
capacity. This is due, above all, 
to different environmental in-
fluences, which cannot be 
taken into consideration in 
the standard performance 
test. Data centers in various 
locations around the world 
have extremely varying re-
quirements for their air con-
ditioning units. Therefore, a 
system’s performance is de-
termined not just by the quali-
ty of the individual compo-
nents, but also by its location. 
Ambient conditions such as 
the temperature and humidity 
of the return air at the unit in-
take or of the supply air at the 
unit outlet have a significant 
influence on the performance 
of the system as a whole. In 
practice, changes to the 
equipment’s temperature and 
air humidity window may have 
a negative influence on its  
actual cooling capacity and 
efficiency. This affects the  
operating points of vital com-
ponents such as pumps, fans 
and compressors. So, if spe-
cialist planners and operators 

rely on the theoretical data 
provided by manufacturers, 
they run an increased risk of 
reduced capacity for cooling 
their data centers during  
future operation. The result 
can be incalculable additional 
expense as electricity costs 
spiral out of control and up-
grades or conversions become 
necessary. As well as jeopar-
dizing cost efficiency, badly 
planned precision air condi-
tioning can also be detrimen-
tal to the future-proofness of 
a data center.

Performance tests  
on the rise
European countries outside 
Germany, in particular, have 
recognized early on the prob-
lem of standardized air condi-
tioning systems that do not 
perform as well in the field. 
Instead, manufacturers in many 
countries now offer their cus-
tomers simulations and per-
formance tests under realistic 
operating conditions. In this 
way, specialist planners and 
operators gain essential data 
on actual performance and 
efficiency ratings in advance, 
during the planning stages of 
large air conditioning systems. 
In Britain, due to strict rules 
governing the accuracy of  
the stated performance data, 
tests of this kind are now 
standard procedure among 
manufacturers. In Germany, 
too, users are increasingly  

demanding field-based infor-
mation on cooling capacity 
and energy efficiency, so that 
they can remain economically 
competitive. For this reason, 
German manufacturers—such 
as Hamburg-based precision 
air conditioning specialist 
STULZ—now also offer indi-
vidualized customer tests.

Performance tests  
under real conditions
STULZ originally designed its 
Test Center for the internal 
testing of prototypes in the 
design and development 
phase. Today, the company 
also makes its test facility 
available to specialist data 
center planners and operators. 
With an area of around 700 
square meters, it is one of  
Europe’s most state-of-the-art 
test facilities for air condition-
ing equipment. With the aid  
of four conditioning systems,  
air flow rates from 500 m³/h 
to max. 55,000 m³/h can be 
achieved. They supply two 
separate climatic chambers,  
in which air conditioning sys-
tems can be put through 
technical tests, either individ-
ually or connected via both 
chambers (Fig. 1). Here, differ-
ent operating parameters, 
such as environmental influ-
ences (–20 °C to +55 °C) 
and return air conditions, can 
be set precisely to match cus-
tomers’ requirements, thereby 
simulating realistic operating 

conditions. Engineers in the 
control room record and doc-
ument the test data in real 
time, and analyze it if neces-
sary. The extensive documen-
tation from these tests can 
subsequently be used by  
specialist planners and oper-
ators as verification of cooling 
capacity, efficiency and sound 
power. It is therefore an im-
portant aid to decision-making 
during the planning of preci-
sion air conditioning solutions.

Standardized test  
procedures in tailor-made  
test scenarios
The Test Center conducts 
technical tests in accordance 
with DIN EN 14511 (perfor-
mance of air conditioners,  
liquid chilling packages and 
heat pumps), EN 1216 (heat 
exchangers—forced circula-
tion air-cooling and air-heat-
ing coils), and ISO 9614 
(sound power levels). The  
performance tests of air con-
ditioning units are carried  
out using standardized proce-
dures. Using the air enthalpy 
method, system performance 
is ascertained by measuring 
the air flow rate and the asso-
ciated intake and outlet condi-
tions of the air. The calorimet-
ric method, on the other hand, 
is particularly suitable for sim-
ulating partial load conditions 
during full load tests. Here, 
three important scenarios are 
used: firstly, conditioning mode; 

secondly, the simulation of 
data center cooling with sup-
plementary cold or hot aisle 
enclosure; thirdly, environmen-
tal simulation mode to present 
the effect of specific outside 
air conditions by connecting 
two climatic chambers. As all 
scenarios permit the variable 
setting of heat and air vol-
umes, air humidity and return 
air temperature, the customer’s 
specific local requirements 
can be simulated with great 
precision.

T E S T C E N T E R
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Climatic chamber I

Air outlet

Air outlet

Supply 
connections

Supply 
connections

Air intake

Air intake

Climatic chamber II CyberRow Rack Cooling

Test Center scenarios 1–3

Fig. 2: In conditioning mode, the climatic chamber simulates a 
conventional raised floor closed-circuit air conditioning system 
with variable heat load and defined unit intake conditions.

Scenario 1:  
Conditioning mode

Scenario 2:  
Simulation of a side 
cooler system with  
cold aisle enclosure

Scenario 3:  
Testing entire air  
conditioning systems 
with indoor and  
outdoor units

Fig. 3: Side coolers are especially suitable for small and  
medium-sized data centers. The meticulous separation of hot 
and cold air using a cold aisle enclosure enables significant  
energy savings.

Test centers guarantee 
peace of mind for planning 
and design calculations
By providing test facilities, 
manufacturers such as 
STULZ are ensuring greater 
transparency as regards the 
performance data of their 
systems. The field-based 
performance and efficiency 
ratings ascertained in the 
test center give specialist 
planners and users the  
necessary peace of mind for 
their planning and design  
calculations ahead of large-
scale projects. The individual 
test scenarios enable pre-
cisely the right dimensioning 
of air conditioning systems in 
data centers, under consider-
ation of local environmental 
influences. In this way, users 
have full cost control as re-
gards investment sums and 
expected future running  
and energy costs. The use  
of test centers offers a fur-
ther advantage, however. The 
extensive accompanying doc-
umentation, such as calibra-
tion certificates, for example, 
can be used not just to verify 
the performance of air condi-
tioning systems, but also  
as a basis for configuring the 
data center cooling. In con-
clusion, it is worthwhile for  
all customers of air condition-
ing solutions to take up ser-
vices of this kind offered by 
manufacturers.

STULZ climatic test chamber 

Conditioning mode is a  
common standard test. Here, 
the test scenario simulates 
conventional closed-circuit  
air conditioning, with or with-
out raised floor. The almost 
un limited choice of operating 
conditions enables the perfor-
mance and energy efficiency 
of the test object to be mea-

sured for a great variety of 
applications (Fig. 2). The test 
records and documents all 
the important performance 
data and measured values of 
the air conditioning system, 
which can be read and ana-
lyzed by control stand per-
sonnel or by the customer  
at any time.

The second test scenario sim-
ulates the side cooler method 
with cold aisle enclosure 
commonly used today in small 
and medium-sized data cen-
ters. By separating the cold 
supply air and hot server air 
with partition walls, this meth-
od effectively prevents chaot-
ic air conduction. Therefore, 
air flows at different tempera-
tures cannot mix, meaning 
that the required cooling  
capacity and consequently  
the energy consumption  
are considerably reduced.  
A further benefit of separation 

is that the return air tempera-
ture can be controlled such 
that the air conditioning units 
can be kept at an ideal oper-
ating temperature from an  
energy efficiency perspective. 
These days ASHRAE, the de 
facto standard in data centers, 
recommends a server inlet 
temperature of up to 27 °C, 
for example. As a compromise, 
this temperature enables the 
especially efficient operation 
of cooling system components 
such as compressors, while 
simultaneously protecting the 
sensitive IT equipment. 

Thanks to its two separate  
climatic chambers, the Test 
Center also enables entire 
cooling systems to be tested  
in combination, along with 
their indoor and outdoor units. 
For this purpose, chambers 

one and two can be connected. 
In the first climatic chamber, 
conditioning systems generate 
the desired heat load, which 
equates to the data center’s 
expected IT load. The indoor 
unit under test then cools this 

air down. It is worth noting  
that the indoor units can take 
the form of either compressors 
(DX) or liquid-cooled systems 
(CW). The second climatic 
chamber, on the other hand, 
simulates the country’s  

specific environmental  
conditions, in order to reflect 
heat removal via air-cooled 
condensers, air-cooled heat 
exchangers or chillers.

The STULZ Test Center is located in a sealed bay 
with two climatic chambers and a control room. 
From here, the performance test is controlled and 
logged.

T E S T C E N T E R

10 11



DeltaT

10 K

15 K

20 K

Required air flow

~ 300 m³/h

~ 200 m³/h

~ 150 m³/h

Hotspot  
Cooling
What are hotspots?

Once a data center starts operating the first round of 
hardware modifications often follow on swiftly, which 
among other things deals with implications for server rack 
cooling. This article concerns the relationships between 
air supply, temperatures and correction of hotspots.

Correcting hotspots in  
data centers/Using AirBoosters

AirBooster

Servers in data centers are 
mainly cooled using the 
closed-circuit cooling princi-
ple. This involves cooling 
down the air heated by the 
servers with what are known 
as computer room air-condi-
tioning (CRAC) units.

The air heated by the servers 
is returned from the server 
rack to the CRAC unit, cooled 
to the server inlet tempera-
ture and then blown into a 
raised floor. The cooled air 
reaches the servers through 
perforated raised floor grilles 
in front of the server racks. 
The server fans suck in the  
air and blow it back out as  
hot air at the back of the rack. 
And the cycle starts over.

The thermal load that can be 
routed away from a server 
rack depends on the air flow 
supplied and the temperature 
difference between the server 
inlet and outlet. In the rest of 
the article we will refer to this 
temperature difference as 
delta T.

The permitted delta T is set by 
the data center operator or 
server manufacturer. The air 

flow required for cooling is 
specified based on the anti-
cipated thermal load. The  
relationship here is as follows:  
the smaller the permitted 
temperature difference, the 
larger the required air flow.

The table below shows some 
approximate values for routing 
away a thermal load of 1 kW 
using closed-circuit cooling:

The air flow available at the 
server rack is determined by 
the degree of perforation of 
the raised floor grille in use 
and the underfloor pressure. 
The servers suck in the air at 
inlet temperature, heat it by 
delta T and blow it out at the 
back of the rack.

To keep the delta T within the 
set limits there must be an 
adequate flow of air to the 
racks. If the air sucked in by  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
the server fans exceeds the 
cooled air supplied to the 
racks through the raised floor, 
the servers will draw in warm 
ambient air. This results in  
local hotspots which can lead 
to server superheating and  
in the worst case scenario, 
failure.

A I R B O OS T E R
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DeltaT

10 K

15 K

20 K

Cooling capacity at 5000 m³/h

~ 17 kW

~ 25 kW

~ 34 kW

What causes a lack of air supply  
to racks?

Potential applications for  
AirBooster, AirBooster Pro  
and Air Modulator

A change in utilization
Generally speaking, for cost 
reasons, air conditioning is 
not planned based on maxi-
mum requirements. Instead, it 
is the application type running 
on the server which is taken 
into account in the cooling 
calculations. But in the era of 
server virtualization and cloud 
technologies, changing utiliza-
tion is precisely the require-
ment that has to be addressed. 
For instance, a server being 
used for data storage in an 
archive needs less energy 
than when it is being used to 
run an online application and 
is continuously being queried, 
therefore transmitting large 
volumes of data. When the 
application changes, the  
thermal load changes with it.

Modifications to the  
raised floor
Cable bundles or piping which 
are retrofitted in a raised floor 
result in additional pressure 
drops, which in turn means 
that less air reaches the server. 

Changeover to  
high density racks
A data center rack server with 
a low thermal load is replaced 
by a high density server with 
a significantly higher one. The 
existing air supply cannot 
keep pace with the new serv-
er and the rack is no longer 
supplied with enough air.

What’s the solution?
Supposing that air conditioner 
cooling capacity is generally 
sufficient to cool the thermal 
load in the room, increasing 
the pressure in the raised floor 
by upgrading the fan speed 
of the CRAC units could cor-
rect hotspots by providing a 
higher air flow. The disadvan-
tage of this is that all the 
racks that were already being 
supplied with enough air are 
then oversupplied, which 
means higher operating costs.

The preferred solution is to 
install a fan in the raised floor 
instead of perforated grilles. 
The STULZ AirBooster fan  

provides exactly this solution, 
supplied as a complete  
600 x 600 mm unit which  
is a perfect fit for the grid of 
a raised floor. The units are 
fitted with a speed-controlled 
EC fan, a controller and sev-
eral temperature sensors. The 
sensors, which are installed 
direct on the server rack at 
various heights, measure  
the temperature. The control-
ler regulates the fan speed 
based on the measured  
values and a configurable  
setpoint. If rack temperatures 
rise, the fan speed increases 
and ensures that the air sup-
ply is sufficient. At full capa-
city, the AirBooster conveys 
over 5,000 m³/h of air in front 
of the server rack. In line with 

the permitted delta Ts, this 
means that high density racks 
with a thermal load of over  
30 kW can be cooled without 
major modifications to the 
data center. However, for reli-
ability reasons this maximum 
requirements scenario should 
only be used in emergencies.

The table below shows the 
cooling capacities for known 
deltaTs at an air flow rate of 
5,000 m³/h:

Powerful performance,  
efficient operation
The air stream produced by 
an AirBooster EC fan can be 
targeted at the hottest points 
on the server rack by fitting 
air baffles designed for man-
ual installation. EC technology 
ensures that the steplessly 
controllable fan maintains vir-
tually the same high efficien-
cy across its entire operating 
range. The EC fan used in  
the AirBooster has been spe-
cially developed for STULZ  
to a maximum performance, 
energy efficient specification.  
The performance data were 
selected to ensure that 
enough air can be conveyed 
to the server in an emergency.  
But for the most part it oper-
ates in partial load mode.  
The AirBooster requires an  
electrical power input of only  
50 W to provide an air flow of 
2,800 m³/h.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The AirBooster is available  
in two versions: one is a fully  
autonomous system with a 
controller and temperature 
sensors. The controller can 
transmit measured tempera-
tures and AirBooster operat-
ing status to the BMS over  
its Modbus interface. The  
other version comes without 
an integrated controller. This 
means that the BMS has to 
provide the AirBooster with  
a 0–10 V signal. Suitable 
connection terminals are  
fitted on the unit for feeding 
back data to the BMS.

So the AirBooster, compact 
and easy to install, has the  
capability to correct hotspots 
and ensure that servers are 
able to operate reliably within 
their prescribed temperature 
limit values.
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Flexible  
companies

Rapid decision-making and 
room for maneuver is what 
marks out owner-managed 
companies 
The STULZ family business 
began in 1947 as an electro-
technical equipment factory, 
and successfully developed 
and produced a variety of 
electronic household appli-
ances until the end of the 
1970s. By the mid-1960s it 
was clear that technical inno-
vation in household applianc-
es would be more or less  
exhausted within a few years. 
Alongside this, Germany was 
importing more and more  
appliances from Asia, making 
sales harder still in a market 
that was already virtually satu-
rated. When things reach a 
point like this, entrepreneurs 
have to start asking them-
selves what strategy will se-
cure their business’s future.  

So it would be logical to relo-
cate production to a country 
with more favorable general 
conditions or even outsource 
it completely. STULZ didn’t 
consider this even for a mo-
ment, because local produc-
tion and customer proximity 
are prerequisites for a flexible 
business. Instead, the compa-
ny began an intensive search 
for new products and solu-
tions that we could integrate 
through production expansion. 
Ultimately, STULZ entered  
the air-conditioning business 
in 1965, and in 1971 it also  
began specializing in the  
development and manufac-
ture of precision air-condi-
tioning systems for data cen-
ters. Breaking into this future- 
oriented market was only  
possible thanks to the firm’s  
financial independence.  
Our customers benefit from 

this too, because it means  
we can maintain high quality 
standards and resist driving 
down costs at any price, 
which could jeopardize the 
quality of our products. 

We pay careful attention  
to what our customers say, 
and monitor the market 
closely 
STULZ GmbH began interna-
tionalizing in 1956 when it 
established its first subsidiary 
in the Netherlands. But it  
was not until we entered the 
data center air conditioning 
market that we needed to 
expand globally. Following 
the maxim “Think global, act 
local”, we established our-
selves in the countries where 
our customers are. Today we 
have 7 international produc-
tion sites, 17 subsidiaries and 
over 140 partners worldwide. 

Our growth has allowed us to 
build close relationships with 
customers and to implement 
a large number of projects 
tailored to local markets. We 
know from experience that 
every project has particular 
features to take into account. 
Usually this means adapting 
the product, but thanks to our 
extensive range of options, 
we have that covered. How-
ever, we are increasingly 
developing special, targeted, 
market-specific solutions in 
partnership with customers. 

Lots of solutions  
doesn’t necessarily mean 
flexibility 
Nowadays there is a host of 
different, flexibly constructed 
solutions on the market which 
appear suitable for data  
center air-conditioning. This  
creates the impression that 
customers can easily find the 
right solution. However, take  
a closer look and you will  
see things differently: many  
of those products are mass- 
produced, or spin-offs of other 
cooling solutions which are 
not specified for data center 
air-conditioning and yet are 
still used for the purpose.  
But the products concerned 
are neither customized nor 
open to adaptation. STULZ’s 
air-conditioning range offers 
extensive product depth,  
different product variants  
and differentiating features.  
It is our basic premise that  
the climate systems we make 
should provide maximum effi-
ciency in every product group 
and size. For example, room 
cooling, high-density cooling, 
chillers, modular data center 
cooling and air-handling units 
from STULZ are available with 
optional Indirect Free Cooling. 
Room cooling, air-handling 
units and modular data center 
cooling are also available with 
Direct Free Cooling. 
 

Customization—  
a major trend 
These days, customers can 
choose from a wide selection 
of different cooling systems, 
performance variables and 
manufacturers. So data cen-
ter operators can find them-
selves confronted by an over-
whelming array of potential 
solutions, all of which must be 
evaluated. Because with 
air-conditioning in particular, 
there is a high risk of choos-
ing a solution that may well 
be sufficient for the data 
center’s planned usage pro-
file, but turns out to no longer 
be a 100 % match over time. 
The payback is not just un-
necessarily high energy costs, 
but also a lack of flexibility 
during future expansion, or 
even shortcomings in opera-
tional reliability. 

We know that many operators 
face technical and planning 
challenges when expanding 
their data center, as they 
have to take account of com-
plex parameters such as local 
climate, spatial and room  
considerations, environmental 

and noise protection, not to 
mention safety requirements. 
To help meet these, STULZ 
offers customized, modular 
system solutions which can 
be adapted to suit virtually 
every project requirement and 
expansion phase. Even if the 
interiors of data centers and 
server rooms all over the 
world are scarcely distinguish-
able from one another, the  
requirements for data center 
air-conditioning are becoming 
increasingly individual. As a 
customer, you need to be able 
to entrust your business to a 
company that can deliver the 
right product for your project. 

STULZ “Climate. Customized.” 
offers you the reliability of  
a global player combined with 
the flexibility of a family- run 
business. With over 40 years 
of data center air-condition-
ing experience behind us, you 
can count on STULZ. 
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Data Centers (all)

Modular (DC Family)

Prefabricated (PMDC and “flatpack“)

(Trans-)Portable (PMDC)

Shipping Container

ISO Format

Modular  
Data Centers: 
Modularity  
and its bright  
future 

A press release from 
“Markets andMarkets” states 
that the modular data center 
market is expected to reach 
$40.41 billion by 2018 at  
a CAGR (compound annual 
growth rate) of 37.41 %  
between 2013 and 2018. 
Due to this trend, numerous 
different products and solu-
tions are entering the market. 
Many people are talking about 
containerized data centers 
when thinking modular. But 
the market and manufacturers 
make an important distinction 
between the different types  
of modular builds.

A source at IBM sees the whole 
modular market as shown in 
this diagram, which gives a 
good overview of this market 
and clearly distinguishes all the 
different kinds of data centers. 

These days terms such as modularity, pay-as-you-go  
(or in this case “grow”) and containerized data centers 
are widespread and are becoming a trend in the data 
center business. As a result, many research companies 
are measuring this trend and trying to use it for 
marketing purposes. 

Source: IBM

In the world of data centers 
there is a field that involves 
modular solutions in general. 
But modular—i.e. not defined  
—has many distinct vantage 
points. And this modular ap-
proach therefore gives rise to 
various categories (see chart). 
IBM has defined these cate-
gories as follows:  
“Prefabricated solutions” does 
not mean that a solution is 
transportable, but that it has 
the advantage of providing 
the customer with a ready in-
tegrated solution. If this pre-
fabricated solution needs to 
be transportable, IBM refers 
to the PMDC (prefabricated 
modular data center), which 
could be in a shipping con-
tainer or a purpose-built data 
center “skin”. This “skin” could 
even be a shipping container 
(non-ISO or ISO), if something 
entirely transportable and 
standardized is desired. 
Amongst all the advantages 
of a modular approach over  
a bricks and mortar building, 
“day 1 CAPEX” is the most in-
teresting from the customer’s 
perspective . As well as a 
quicker deployment time and 

scalability, the day 1 CAPEX is 
especially appealing to new 
customers in this field. The 
“pay as you grow” mentality 
fits totally in the IT world of 
this decade. Nobody wants to 
invest more than is needed, 
but is willing to re-invest as 
soon as necessary. 
As so often, the car industry 
has led the way. The JIT (just 
in time) principle and stan-
dardized manufacturing pro-
cesses began in the car in-
dustry in the 1970s. It may be 
rather abstract, but the delivery 
of prefabricated modules 
could be understood as just in 
time. In other words, as soon 
as the customer needs more 
computing power, the data 
center grows. On the other 
hand, standardized processes 
are helping to enhance the 
solution and provide other 
benefits, as described below. 
Much of the investment in 
modular data centers is gen-
erated in developing countries, 
due to a lack of experience. 
As local expertise is highly 
likely to be in short supply, a 
modular solution could be the 
perfect response. Especially 

since almost every modular 
data center manufacturer  
offers factory tests at its man-
ufacturing plant. STULZ has  
a history of working closely  
together with modular data 
center manufacturers. This 
experience is now put to use 
to meet customers’ demands, 
with the right solution for  
every kind of modular build 
data center. 
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The Service  
Portal as  
the data center  
manager’s  
digital assistant 

A data center manager’s principal 
responsibility is to make sure operation 
is as reliable and available as possible. 
However, he must also keep a close  
eye on cost efficiency.

The STULZ Service Portal 
assists data center managers 
and operators in their every-
day work, and therefore in-
creases data center efficiency.

The central role played by the 
data center manager makes 
him a vital point of contact for 
IT departments, management, 
service providers and custom-
ers. Being constantly up to 
date and accurately in the 
know about all processes is 
an important part of his work.

A prerequisite for reliable op-
eration with a highly available 
IT landscape is an on-site 
technical infrastructure that is 
tailor-made for the specific 
requirements and provides re-
dundancy. This infrastructure 
includes key facilities such as 
the power supply, air condi-
tioning, and safety equipment 
such as fire protection and 
access control systems.

A data center’s technical in-
frastructure requires constant 
maintenance. Here, quality 
service providers are needed. 
A precise understanding of 
the special requirements of 
high availability data centers 
is indispensable, in order that 
the service provider can react 
appropriately to emergencies 
and make the right decisions 
on all aspects of technical  
facility management.

Often, in the data center every 
minute counts. The power 
supply and air conditioning 
are the most crucial elements 
here: in the event of system 
failure, a qualified service 
technician needs to be at the 
site very quickly, at any time, 
day or night. For this to hap-
pen, individual processes are 
required to guarantee a reli-
able alert mechanism. One  
of the data center manager’s 
main tasks is to coordinate 

and manage this network of 
service providers. At the same 
time, all statutory regulations 
for the operation of technical 
systems must be complied 
with, and sometimes specially 
documented. The law places 
the responsibility for complete 
documentation firmly on the 
shoulders of the technical 
plant operator, who is gener-
ally represented by the data 
center manager. 

The STULZ Service Portal was 
designed especially for these 
tasks, and is continually being 
updated in line with new re-
quirements. The system is 
web-based and therefore  
extremely flexible. Up-to-the-
minute information is available 
regardless of location.

The STULZ Service Portal 
features individually created 
process chains for system 
fault rectification, and ensures 
fast, error-free communication 
between the data center 
manager or security services 
and the appropriate technical 
service provider in an emer-
gency. This considerably 
shortens reaction times, con-
tributing to higher data center 
availability.

Thanks to the STULZ Service 
Portal, all documents are 
stored centrally in one place 
and can be retrieved from any 
location via a web browser. 
This facilitates administrative 
work and dispenses with time 
spent archiving files. Data 
security is guaranteed  
at all times by a multi-level 
security system on the server 
side, and by an individually 
adaptable user group manage-

ment system. Service reports, 
for example, are uploaded  
to the STULZ Service Portal  
directly via an interface, and 
are available as soon as a ser-
vice call is completed.

All work that can be sched-
uled, such as maintenance, 
tests and site inspections,  
are recorded centrally in the 
scheduling module of the 
STULZ Service Portal, facili-
tating the coordination and 
management of the various 
service providers. Detailed 
status reports by service pro-
viders in real time provide the 
data center manager with a 
perfect overview of activities 
in the data center.

Repair and maintenance quo-
tations from the various ser-
vice providers are uploaded 
directly to the STULZ Service 
Portal, and can be contracted 
by the data center manager 
or responsible member of staff. 
There is no need for separate 
communication by e-mail. This 
saves time and makes every 
step transparent and traceable.
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STULZ 
Academy

What are the 
important topics?

Product training  
and webinars

Bullet topics: 
•  Pressure regulation in raised  

floors 
•  How do I plan a system with  

Indirect Free Cooling?
•  High density: causes, problems  

and solutions
• The basics of adiabatic cooling
• Project stories
• Air conduction in data centers
•  Energy efficiency labels:  

ESEER, AHRI, MEPS and PUE

Training our partners and 
subsidiaries is an important 
part of our quality assurance, 
and for decades now we have 
been providing regular pro-
grams at our head office in 
Hamburg as well as other 
STULZ sites. In 2014 we set 
up the STULZ Academy, where 
we bring together product 
training and online webinars. 
The ideas behind the acade-
my were self-evident. Firstly 
we wanted to distribute infor-
mation faster and more flexi-
bly and secondly, cut travel 
costs for our partners. We  
are continuing with our tradi-
tional intensive face-to-face 

product training courses, which 
we hold on a regular basis, 
and supplementing them with 
our new online options. We 
have deliberately designed 
STULZ webinars to be brief.  
In just 30 minutes or so, they 
cover all the key points on  
a given topic. Obviously we 
then allow time for you to ask 
questions. This way, you take 
as little time as possible out 
of your busy working day. 
Without exception, everyone 
who has taken part in the  
webinars has given us positive 
feedback and feels that the 
short format is an advantage 
in that it allows them to pick 

and choose targeted topics 
that are currently of particular 
interest. To ensure that every-
one has access to the webi-
nars, each topic is covered 
twice a week—once at 8 a.m. 
and once at 5 p.m. So all 
STULZ partners can conve-
niently participate in our  
online seminars in their own 
timezone. The webinar is  
always hosted by two col-
leagues, one of whom leads 
the seminar while the other 
acts as a moderator in the 
background and provides live 
answers to questions asked 
during the session.

To help us choose webinar 
topics, we defined a process 
that takes account of both  
internal and external sources. 
Our colleagues Natascha 
Meyer and Robert Turkes 
form the STULZ Academy 
core team. Natascha and 
Robert screen relevant topics 
in consultation with partners, 
customers and colleagues. 
Our aim is to present hot top-
ics that are focused on the 
market and on the needs of 
participants. Having chosen 
the topic we move on to put-
ting together the content, 
which is prepared by various 
STULZ experts. The finished 

webinars are presented live  
to an internal group from the 
product management and  
webinar teams, at which point 
they either get a thumbs up, 
or a thumbs down! In the 
worst case we would do a 
second test run if there were 
lots of changes, but so far it 
hasn’t been necessary. The 
work that goes into this is im-
portant if we are to meet the 
ambitious goals we set for 
ourselves. If you miss a webi-
nar, you can of course watch 
the PowerPoint presentation 
on the e-STULZ service por-
tal after the event. Over the  
last 6 months we have held 

26 webinars. Judging by  
the ever-increasing number  
of participants, which has 
been as high as 132 people 
in a session, we are hitting  
the right topics. As we have  
140 partners and 16 of our 
own subsidiaries, that’s an  
impressive attendance rate. 
We will continue expanding 
the topics covered by the 
STULZ Academy and we 
hope attendance will do the 
same.
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Data center  
climate control in 
West, Central,  
and East Africa

So, what solutions  
are required?

Cold aisle enclosure with STULZ CyberRow side coolers

STULZ CyberRow

Africa is the world’s second- 
largest continent and also 
comes second in terms of 
population. It comes as no 
surprise, then, that the local 
data center market has devel-
oped strongly over recent 
years. This has a number  
of reasons. Where IT is con-
cerned, the countries have 
some catching up to do—but 
the continent’s decision-mak-
ers have recognized this and 
embrace new technologies 
with a remarkable enthusiasm. 
Mobile communications cov-
erage is good or even very 
good, which opens up a multi-
tude of options for using the 
Internet. Examples include  
pilot projects for using smart-
phones to perform medical 
diagnoses or to provide ac-
cess to university courses  
in rural areas. Just as in our 
regions, the desire for con-
sumer goods is a major factor 
driving innovation. And the 
course is set—after all, who 
needs local bank branches 
when you can pay for anything 
by cellphone? In this respect, 
the African population is 
showing us what payment will 
look like in future: cashless, 

with a simple text-message 
handshake and without ATMs 
and the like. A further key 
factor is that establishment 
of sophisticated infrastructure 
is progressing ever more rapidly 
in many regions and that 
electricity supply is improving 
more and more. This in turn is of  
interest to investors who want  
to produce goods. Because  
of the continent’s vastness 
and the connection to sea-
ports, Africa’s boom begins  
at its coasts and edges con-
tinuously inwards. Though this 
will take its time, progress in 
the field of IT is irreversible. 

With close to thirty expertly 
trained partners and our own 
branch in South Africa, we  
are perfectly prepared for the 
African market. 

This makes us the ideal part-
ner for national and inter-
national businesses and tele-
communications providers 
active on the continent who 
require climate control sys-
tems for IT and data centers. 

CyberRow—A Full Success 
In African data centers in par-
ticular, the classic closed- 
circuit air conditioning with 
raised floor can be implement-
ed only in new data centers. 
Where the building imposes 
restrictions, CyberRow is the 
perfect solution. The units are 
classic side coolers with high-
end details that ensure eco-
nomic operation. They are set 
up as stand-alone solutions 
between the server racks. The 
server racks’ make is irrele-
vant. The rack merely needs 
to feature a perforated front 
and rear door so that the cool 
air can be aspirated by the 
servers. 

In terms of cooling capacity, 
CyberRow systems match  
traditional closed-circuit air- 
conditioning systems. Their 
greatest asset is their scalabil-
ity: The air-conditioning can 
easily grow alongside the 
number of installed servers. 

And the cooling performance 
can be flexibly adapted to  
the respective racks’ output 
range. Furthermore, side cool-
ers offer impressive energy 
efficiency: As the cold air 
reaches the rack via the 
shortest distance, virtually no 
cooling power is lost. Cooling 
performance losses can be 
reduced further by means of 
cold aisle/warm aisle configu-
rations. And last but not least, 
side cooler systems also sig-
nificantly reduce the required 
humidity control measures 
thanks to the units’ high refrig-
erant vaporization tempera-
tures, which mean that only a 
minimum of humidity is drawn 
from the air. The manifold 
benefits in terms of efficiency 
go so far that side cooler  
systems can be operated as 
economically as closed-circuit 
air conditioning at least for 
small and medium-sized data 
centers.

Michael Jux is our man in  
Africa and he’s always bring-
ing back news of interesting 
projects from his business 
trips. This is proof positive 
that there’s demand for data 
center climate control and  
IT room air conditioning. But 
to compete, you need to be 
fit. Which suits Michael just 
fine, since he’s an Ironman 
contender. Of course, his 
many years of experience as 
a STULZ expert actually come 
in even handier. The local  
climate conditions pose quite 
a challenge. Also, there are 
often structural restrictions  
related to the architecture 
that preclude certain systems 
right away. One thing’s abso-
lutely sure: Consultation for 
projects in Africa requires 
sound preparation. How do  
I choose the right system,  
how do I plan for redundant 
design, what alarm and moni-
toring concepts do I need to 
put in place, what are the 
thermal loads, how can I save 
energy? These are the issues 

that continue to crop up in 
discussions—which also shows 
that the people responsible 
are becoming more and more 
sensitive to the topic and that 
reliable operation of an IT sys-
tem can only be realized in 
conjunction with a profession-
ally planned climate concept. 
The data center market on 
the continent is characterized 
by small to medium-sized cen-
ters that support a variety of 
IT services. The majority of 
these data centers are still 
cooled using comfort air-con-
ditioning units that are not 
designed for such use and 
possess poor energy ratings. 
In terms of regulating the  
climate for critical systems 
such as data centers, comfort 
air-conditioning units are the 
worst-possible choice. They 
even entail a safety risk as 
they are not designed for data 
centers and have problems 
with the required continuous 
operation. Another major 
drawback of comfort air- 
conditioning units is the lack 

of their components’ propor-
tionality. The air-conditioners 
cannot be demand-controlled 
in accordance with the data 
center’s requirements and 
sometimes produce too much 
cooling, which in turn wastes 
energy. One might think that 
climate systems in Africa 
need to run at full load all the 
time due to the constantly 
high temperatures—this is not 
the case. As any data center 
has times with high and times 
with low load, precision 
air-conditioning systems are 
the right solution.

STULZ climate systems are 
available with speed-con-
trolled EC fans and EC com-
pressors. They allow adjusting 
the components mentioned 
perfectly to the respectively 
required output and the cool-
ing performance can always 
be set in proportion to the 
data center’s load. With drop-
ping load, the climate sys-
tem’s power consumption is 
reduced thanks to the EC 
motors’ and EC compressors’ 
infinitely variable adjustment 
to the demand. In addition, 
STULZ solutions are modular 
in design and can thus be 
added exactly as required for 
a data center’s every develop-
ment stage.

Does Free Cooling make 
sense for Western, Central, 
and Eastern Africa?
There are generally two types 
of Free Cooling, Direct and  
Indirect Free Cooling. With  
Direct Free Cooling, filtered 
outside air enters the data 
center and integrated com-
pressors provide back-up for 
the times at which Direct Free 
Cooling is not possible due  
to the high temperatures. Indi-
rect Free Cooling is a closed 
system that never allows out-
side air to enter the data cen-
ter. The STULZ system with 
Indirect Free Cooling and dy-
namic control (DFC) features 
two cooling circuits: One direct 
evaporator circuit with internal 
brazed plate condenser and  
a free-cooling system. Both 
jointly utilize an external re-
cooling heat exchanger while 
each circuit has its own heat 
exchanger. Data center climate 
systems have a service life of 
around 10 to 15 years and 

whether or not one of the 
above Free Cooling methods 
can be used should always be 
checked. We can use precise 
weather profiles, which are 
available for almost any coun-
try in the world, to accurately 
compare the economy of dif-
ferent systems. Free Cooling 
makes sense particularly for 
regions that are high above 
sea level, during the night, 
and in winter. 

In Addis Ababa/Ethiopia 
(2,400 m above sea level), we 
realized a few major projects 
for a customer that use 
STULZ EcoCool or DFC²  
(Direct Free Cooling) air-condi-
tioners for climate control. We 
used a precise CapEx/OpEx 
calculation for a pure com-
pressor system and a system 
with Direct Free Cooling and 
compressors as back-up to 
show in detail that the added 
expense of the free-cooling 
system amortizes after just 

under two years. At local elec-
tricity rates of 0.120 Euros 
per kWh and a runtime of ten 
years, our customer in Ethio-
pia saves more than 500,000 
Euros in energy costs. The 
project comprises eight main 
data centers and additional 
smaller IT rooms spread 
throughout the country. This 
makes it the perfect refer-
ence for large and for small 
data centers.

Despite the improved electric-
ity grids in Africa, there are 
still longer blackouts during 
which the air conditioning 
systems shut down. To provide 
back-up in such cases, we 
equip our DFC systems with 
intelligent features capable of 
establishing redundancy during 
power failures. Our power 
supply management closely 
monitors the power supply.  
In the event of a blackout, a 
back-up free-cooling system 
comes online, which is pow-
ered by a UPS. This free- 
cooling system thus ensures 
continued operation during 
blackouts. In addition, the 
units feature rapid and reli-
able restart which ensures 
that the system comes back 
online directly. This means 
blackouts can be handled and 
expensive generators for en-
suring compressor cooling are 
mostly no longer required.
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STULZ  
Australia 

Congratulations 
10 Years  
Anniversary 

As data centers continue to 
grow in size and number, 
smaller critical facilities are on 
the decline. New cooling tech-
nologies from manufacturers 
who are not our traditional 
competi tors are flooding the 
market and pushing prices 
down. STULZ Australia has 
now for several years been 
expanding the business into 
new markets and introduced 
new products to mitigate 
business risk and introduce 
new income streams. This of 
course requires a significant 
effort, resources, capital  
investment and comes at a 
risk, but as we all know, in 
not reacting to the fast 
changing market dynamics 
lies a bigger risk.

Source: Getty

End of April 2015, we cele-
brated the ten year anniversa-
ry of our STULZ company in 
Australia. Although the STULZ 
brand has been represented 
in Australia since 2001, it was 
not until 2005 that the busi-
ness became a true daughter 
company. 

Over this period, the company 
has grown from a “one-man 
band” overcoming the chal-
lenges of a competitor with 
local manufacturing facilities, 
tyranny of long shipping times 
and small finances to become 
a strong and successful  
50 plus team of dedicated 
and committed individuals. 
The company is now the pre-
ferred supplier to the data 
center market having been 
successful with a vast majority 
of data center builds over the 
last three years. 

For those familiar with the 
geography of this very large 
country, STULZ has sales and 

service offices in Sydney 
(Head office), Melbourne, 
Brisbane, Canberra and Perth 
with plans to expand into  
the other remaining States  
in the coming years. 

Our business in Australia  
and New Zealand is led by  
Mr John Jakovcevic who has 
been with the STULZ family 
for fifteen years. A very  
dedicated, dynamic and  
entrepreneurial individual,  
Mr Jakovcevic and his team 
have set a high standard 
when it comes to delivering 
high quality workmanship  
and standards across all busi-
ness functions.

We must also not forget that 
STULZ Australia also owns its 
very own daughter company, 
STULZ New Zealand. Having 
formed this business in 2007, 
our New Zealand operations 
has a very special place in  
our hearts as it’s our very first 
‘grand’ daughter company.

Almost all industries in Aus-
tralia are mature markets and 
the population is generally 
known for being early adopt-
ers of new and advanced 
technologies. But Australia 
suffers from a small popula-
tion, high cost of living, high 
labour costs and slow internet 
speeds when compared to 
other developed countries, 
making it difficult for it to be 
competitive on the global 
stage. Its main city, Sydney is 
considered one of the three 
main financial hubs in Asia 
Pacific—others being Hong 
Kong and Singapore—and is 
home to the highest num- 
ber of data centers in Austra-
lia, with all major operators 
having one or more facilities.

As with most globally devel-
oped markets, the growth  
of data centers and colocation 
facilities is being driven by 
cloud computing and out-
sourcing of the IT departments.
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CRAC market 
in China

In 2014, seen from the sales regions of CRAC, the overall pattern didn’t change 
much. East China, North China and South China were still the mainstream sales  
markets for CRAC. With the continuous promotion of new city construction in our 
country, West China is set to develop on a relatively large scale in future.

Regional structure  
of CRAC

In general, for the years to come, the telecommunications industry, financial  
industry and Government sector will still be the important applications for  
CRAC, especially the telecommunications industry and the financial industry.  
Other industries such as IT, manufacturing and rail transit industries also 
showed a rapid development and will become important industries for the 
popularization of CRAC at a later stage.

Industrial market share  
of CRAC

Data source: ChinaIOL

Data source: ChinaIOL

CRAC  
product trend 
in China

STULZ in China

From the overall sales trend 
of CRAC in recent years, the 
market continues to maintain 
a smooth and steady growth. 
In recent years, with the strong 
improvement in the applica-
tion level of IT, the growth in 
the fields of telecommunica-
tions, finance, medical care, 
traffic, etc. was relatively rapid, 
thus the application level of 
data centers would be greatly 
improved, and the demands 
for cooling would be gradually 
increased accordingly.

In the field of telecommunica-
tions, with the development  
of 4G business, the basic tele-
communication enterprises 

accelerated the construction 
of mobile networks with the 
result that the number of 
newly-increased mobile com-
munication base stations 
reached 988,000 in 2014.
In the field of finance, the  
private banks began to step 
into the banking field, and in 
2014, the China Banking 
Regulatory Commission al-
ready approved the first batch 
of 5 pilot private banks.
 
In the Government sector, 
with a focus on national  
security, the Government would 
pay more attention to the 
construction of computer 
rooms with safe shielding and 

computer rooms for high- 
performance computation 
centers. 

All these factors would pro-
mote the continuous acceler-
ated construction of data 
centers in key industries and 
would bring a large market 
space to the development of 
CRAC/cooling solutions.

STULZ is basically a one-stop 
cooling solution; this enables 
us to truly advise our clients 
to choose the solution that 
really fits their individual cool-
ing requirement and needs 
and environment.

The Chinese market is import-
ant to STULZ. More and more 
of our customers in China  
understand the value of our 
brand, the reliability, energy 
efficiency saving in the long 
run, and superior after sales 
service to back it up. 

In 2015, 88 types of products 
manufactured by STULZ were 
included in the Government 
Purchase List for Energy-sav-
ing Products, and its cooling 
capacity basically covered all 
machine models required by 
the Government. STULZ was 
valued as a candidate brand 
with the most types of CRAC. 
Among STULZ’s products,  
CyberAir series precision air 
conditioners possessed ad-
vanced 3D-EC direct current 
step-less speed regulating fan 
technology, a C7000 intelligent 
controlling system and opti-
mized structure, thus reducing 
energy consumption consid-

erably and belonging to 
STULZ’s high-end products 
with excellent energy-saving 
performance. In addition, 
STULZ’s CyberRow series 
row-based precision air con-
ditioners were the advanced 
precision air conditioners  
tailored according to the  
specific cooling requirements  
of a cabinet, which creatively 
adopted the horizontal direc-
tional draught technology  
and greatly improved the 
cooling efficiency.

Since last year, we have 
opened the second produc-
tion facility in Hangzhou.  
The first one is in Shanghai. 
This shows that we are making 
efforts to come up with the 
most energy advance cooling 
solutions for mission critical 
applications and push forward 
development in our industry.

Due to the special operating 
environment, CRAC needs  
to be operated for a long  
period of time and cannot be 
allowed to suspend or stop 
operations. Therefore, CRAC 
has relatively high require-

ments for stability and  
reliability. Regardless of  
location, whether the per-
formance of CRAC is stable  
is a major factor for project 
evaluation. CRAC has strict 
requirements for tempera-

ture, humidity and cleanli-
ness. With regard to environ-
mental protection design, the 
selection of cooling systems 
compatible with R22 and 
R407C refrigerants could sat-
isfy the user’s demands to a 

major extent. In terms of cool-
ing mode, air-cooled products 
were still the mainstream 
products in the industry.  
However, due to the feature 
of environmental protection, 
water- cooled products devel-

oped rapidly and gradually  
became  key products valued 
in the market in recent years.
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Hamburg’s  
Best  
Employers  
2015

Together, STULZ CyberCool 2 chillers –  
delivered since the product launch –  
generate 100 megawatts.

CyberCool 2

We will use this round number as an occasion to take a closer 
look at the product philosophy that has led to the success of the 
CyberCool 2.  
•  Excellent adaptability to customer-specific project requirements
•  Maximum efficiency in data center air conditioning
•  Reliable operation and quality “made in Germany”

STULZ received the quality 
seal “Hamburg’s Best Employ-
ers” from the Hamburg Cham-
ber of Commerce. The award 
proves that we remain an at-
tractive employer even in 
these times of skills shortage.

We won the accolade thanks 
to our high level of staff satis-
faction and our motivating 
work atmosphere. This time 
the prize-giving ceremony, 
now in its seventh year, was 
held in the Albert-Schäfer-
Saal conference room at the 
Hamburg Chamber of Com-

merce. The award was handed 
to Ms. Jana Seifert, HR and 
Social Wellbeing Manager at 
STULZ.

The competition for “Ham-
burg’s Best Employers 2015” 
is organized by HR expert 
Professor Dr. Werner Sarges 
of the Helmut-Schmidt Uni-
versity in Hamburg, the Insti-
tute for Management and 
Economic Research (Institut 
für Management- und 
Wirtschaftsforschung, IMWF), 
and various media partners. 
The winners were selected by 

analyzing staff questionnaires, 
which Professor Sarges made 
available to participating com-
panies.

We place particular emphasis 
on treating employees with 
respect, and on good team-
work in all departments. “It is 
important to us that our em-
ployees feel happy and com-
fortable with us,” says Jana 
Seifert. “A flat organization and 
the appreciation that we show 
our employees helps them  
to feel a strong sense of iden-
tification with the company.” 

An extensive range of promo-
tional and further training  
initiatives also contributes to 
high satisfaction and close ties. 
In this way, STULZ offers its 
staff very good opportunities 
for development and long-
term future prospects within 
the company.

Small selection of typical  
customer requirements that 
were not covered by our  
standard options:
•  Different pump designs  

with speed regulation
•  Installation of larger com-

pressors in a unit, to make 
better use of available  
installation space on the 
roof of the data center

•  Modified chiller base frame 
for precision installation to 
the millimeter on an existing 
structure

•  Installation of 30 kW pumps 
to meet hydraulic require-
ments

•  Electrical modifications

Maximum efficiency  
in data center  
air conditioning:

Up to 60 % 
energy savings
Chillers for data centers are 
designed for continuous oper-
ation 24/7, usually over a 
minimum service life of ten 
years. Very high operating 
costs can arise over this  
period, and these have the  
potential for optimization.  
To avoid falling into the oper-
ating cost trap, a chiller with 
Free Cooling should be used 
for data center air condition-
ing whenever possible. This 
brings great advantages in 
terms of energy. In addition  
to Free Cooling mode, Mixed 
mode is another element  
with an even more positive  
effect on efficiency. According 
to temperature statistics  
in temperate zones, most  
operating hours are not 
purely in Free Cooling or 
Compressor mode, but in 
Mixed mode range (approx. 
60 %). The Mixed mode of 

the CyberCool 2 uses the 
Free Cooling coil for pre- 
cooling the chilled water, and 
can therefore cut the power 
consumption of the com-
pressors to the necessary 
minimum. The CyberCool 2 
combines these three operat-
ing modes in a single machine. 
In this way, it always uses  
the most energy-efficient op-
erating point, based on the 
outside temperature.

Reliable operation  
and quality  
“made in Germany”:

Flexibility,  
customizing 
and maximum 
in-house  
manufacturing 
at one site
A data center is a business- 
critical system, the failure  
of which can cause major  
damage in a variety of areas.  
Moreover, a data center is in 
operation around the clock. 
These are two factors that  
exert a huge influence on a 
chiller’s design. All high- 
quality system components  
of the CyberCool 2 have been 
adapted to work in harmony 
in the cooling system, and are 
designed for continuous  
operation with maximum reli-
ability. Our pipe systems are 
prepared and adapted in line 
with customers’ wishes in  
our own ultra-modern pipe 
prefabrication plant, which is 
equipped with state-of-the-art 
pipe bending machines. This 
increases flexibility, reduces 
the number of solder and weld 

points, and lowers the risk  
of leakage. The complete  
CyberCool 2 series is manu-
factured entirely at the  
Hamburg site. All production 
processes are embedded in 
an ISO 9001 quality manage-
ment system, with final func-
tion test. In order to satisfy  
STULZ quality requirements, 
CyberCool 2 chillers are  
subjected to post-production 
tests for performance, leakage 
and pressure resistance. This 
equipment function test  
is part of each production  
process, and is performed on 
our in-house test rig and  
rigorously documented.

Excellent adaptability to 
customer-specific project 
requirements:

8 out of 10 
customers  
select  
individual,  
project-specific 
features
In a study published in July 
2014, consulting firm  
McKinsey & Company and the 
VDMA (Verband Deutscher 
Maschinen- und Anlagen-
bauer e. V.) identified a demand 
for “customized system/ 
integration solutions” from all 
industries as the No. 1 trend 
among German engineering 

companies. We are pleased  
to say that with our product  
philosophy we have taken 
precisely the right approach 
and recognized this trend very 
early on. The CyberCool 2 is 
designed for the air condi-
tioning of data centers, and 
leaves the factory already 
equipped with numerous fea-
tures that are indispensable 
for data centers. Despite all 
these features, 8 out of 10 
customers choose additional, 
individual options, in order  
to satisfy their local require-
ments. If a specification  
cannot be covered by our 
available options, we check—
without any obligation  
to buy—how the unit could  
be modified, so that even  
very particular requirements  
can be fulfilled as well.  
STULZ “Climate. Customized”. 
makes this possible.
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Feb–March 2016
Australian DC & Cloud 

Summit
Sydney

11/15–11/18/2015 
7x24 Conference 
San Antonio TX

11/17–11/19/2015 
AfricaCom 

Cape Town

11/10–11/11/2015
Data Center 
Dynamics 

São Paulo 

Global
Dates
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Close to you all over the world
With specialist, competent partners in our subsidiaries and exclusive 
sales and service partners around the world. Our six production sites 
are situated in Europe, North America and Asia.

For further information, please visit our website at www.stulz.de

For more information on events, 
visit www.stulz.de

We’re looking forward to seeing you.
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STULZ Company Headquarters 
 
STULZ GmbH 
Holsteiner Chaussee 283   |   22457 Hamburg 
Tel.: +49 40 5585-0   |   Fax: +49 40 5585 352   |   products@stulz.de 

 
STULZ Subsidiaries 
 
STULZ Australia Pty. Ltd.  
34 Bearing Road   |   Seven Hills NSW 21 47   
Tel.: + 61 (2) 96 74 47 00  |   Fax: +61 (2) 96 74 67 22   |   sales@stulz.com.au 
 
STULZ Austria GmbH  
Lamezanstraße 9   |   1230 Wien 
 Tel.: +43 (1) 615 99 81-0   |   Fax: +43 (1) 616 02 30   |   info@stulz.at 
 
STULZ Belgium BVBA  
Tervurenlaan 34   |   1040 Brussels 
Tel.: +32  (470)  29 20 20  |   info@stulz.be 
 
STULZ Brasil Ar Condicionado Ltda.  
Rua Cancioneiro de Évora, 140   |   Bairro - Santo Amaro   |   São Paulo-SP   |   CEP 04708-010 
 Tel.: +55 11 4163 4989   |   Fax: +55 11 2389 6620   |   comercial@stulzbrasil.com.br 
 
STULZ Air Technology and Services Shanghai Co., Ltd.  
Room 5505, 1486 West Nanjing Road, JingAn  |   Shanghai 200040 . P.R. China  
Tel.: +86  (21)  3360 7133   |   Fax: +86 (21) 3360 7138   |   info@stulz.cn 
 
STULZ España S.A. 
Avenida de los Castillos 1034   |   28918 Leganés (Madrid)  
 Tel.: +34 (91) 517 83 20   |   Fax: +34 (91) 517 83 21   |   info@stulz.es 
 
STULZ france S. A. R. L. 
107, Chemin de Ronde   |   78290 Croissy-sur-Seine  
 Tel.: +33 (1) 34 80 47 70   |   Fax: +33 (1) 34 80 47 79   |   info@stulz.fr 
 
STULZ U. K. Ltd. 
First Quarter, Blenheim Rd.   |   Epsom   |   Surrey KT 19 9 QN  
 Tel.: +44 (1372) 74 96 66   |   Fax: +44 (1372) 73 94 44   |   sales@stulz.co.uk 
 
STULZ S.p.A. 
Via Torricelli, 3   |   37067 Valeggio sul Mincio (VR)  
 Tel.: +39 (045) 633 16 00   |   Fax: +39 (045) 633 16 35   |   info@stulz.it 
 
STULZ-CHSPL (India) Pvt. Ltd. 
006, Jagruti Industrial Estate   |   Mogul Lane, Mahim   |   Mumbai - 400 016  
 Tel.: +91 (22) 56 66 94 46   |   Fax: +91 (22) 56 66 94 48   |   info@stulz.in 
 
STULZ México S.A. de C.V. 
Avda. Santa Fe No. 170 – Oficina 2-2-08   |   German Centre 
Delegación Alvaro Obregon   |   MX- 01210 México Distrito Federal 
 Tel.: +52 (55) 52 92 85 96   |   Fax: +52 (55) 52 54 02 57   |   belsaguy@stulz.com.mx 
 
STULZ GROEP B. V. 
Postbus 75   |   1180 AB Amstelveen 
 Tel.: +31 (20) 54 51 111   |   Fax: +31 (20) 64 58 764   |   stulz@stulz.nl 
 
STULZ New Zealand Ltd. 
Office 71, 300 Richmond Rd.   |   Grey Lynn   |   Auckland  
 Tel.: +64 (9) 360 32 32   |   Fax: +64 (9) 360 21 80   |   sales@stulz.co.nz 
 
STULZ Polska SP. Z O.O. 
Budynek Mistral . Al. Jerozolimskie 162 . 02 – 342 Warszawa  
 Tel.: +48 (22) 883 30 80   |   Fax: +48 (22) 824 26 78 . info@stulz.pl 
 
STULZ Singapore Pte Ltd. 
33 Ubi Ave 3 #03-38 Vertex   |   Singapore 408868  
 Tel.: +65 6749 2738   |   Fax: +65 6749 2750   |   andrew.peh@stulz.sg 
 
STULZ AIR TECHNOLOGY SYSTEMS (SATS), INC. 
1572 Tilco Drive   |   Frederick, MD 21704  
 Tel.: +1 (301) 620 20 33   |   Fax: +1 (301) 662 54 87   |   info@stulz-ats.com 
 
STULZ South Africa Pty. Ltd. 
Unit 3, Jan Smuts Business Park   |   Jet Park   |   Boksburg   |   Gauteng, South Africa 
 Tel.: +27 (0) 11 397 2363   |   Fax: +27 (0) 11 397 3945   |   aftersales@stulz.co.za
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